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Abstract. In this work, we have developed a real-time camera control module 
for navigation in virtual environments. With this module, the tracking motion of 
a third-person camera can be generated automatically to allow a user to focus 
on the control of an avatar. The core of this module consists of a motion planner 
that uses the probabilistic roadmap method and a lazy update strategy to 
generate the motion of the camera, possibly with necessary intercuts. A dy-
namic roadmap specified relative to the avatar is updated in real time within a 
time budget to account for occlusions in every frame of the control loop. In ad-
dition, the planner also allows a user to specify preferences on how the tracking 
motion is generated. We will use several examples to demonstrate the effec-
tiveness of this real-time camera planning system. 

Keywords: Real-Time Camera Planning, Probabilistic Roadmap, Intelligent 
Camera Control, Budget-based Planning 

1. INTRODUCTION 

Real-time 3D games are becoming a popular application of virtual environments in 
our daily life. Through graphics rendering and interactions, a user can immerse into 
realistic virtual scenes that are difficult to experience in the real life. In a typical vir-
tual environment such as World of Warcraft and Second Life, a user uses control 
devices such as keyboard and mouse to navigate and interact with objects or other 
users in a virtual world. In these virtual environments, a user usually expects to have 
the control of how to navigate through the environment but may not want to be over-
whelmed by the complexity of cumbersome controls provided by the limited devices 
available on a desktop computer. The quality of a navigation experience usually is 
highly affected by how the camera is controlled. Thus, how to design an intelligent 
mechanism for camera control that can ease the burden of the user has been a research 
topic that has attracted much attention in the past years [10]. 

Typically, there are two types of camera control that are commonly adopted by 3D 
games: first-person view and third-person view. In a first-person control mode, the 
camera is attached to the eye of the avatar or some short distance behind the avatar. 
Therefore, moving the avatar would automatically transport the attached camera. 
However, the view is always limited to the front of the avatar, which may not be de-
sirable in some applications. On the other hand, the control from the third person view 
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detaches the camera from the avatar and provides a more flexible way to view the 
avatar as well as the surrounding environment. The camera in this control mode can 
track the avatar from a distance or perform intercuts when appropriate. Although this 
kind of control is more flexible, it also presents an extra burden for the user to take 
care of the control of the camera in addition to the avatar. Therefore, it is highly de-
sirable for the computer to take care of the control of the camera such that the user 
can concentrate on the control of avatar. There has been much research on designing 
camera control module in a game [11][15] but few can plan camera motions in real 
time based on the predicted motion of an avatar. 

In this work, we focus on the problem of providing an effective third-person con-
trol of the camera. We aim to design a real-time motion planner for camera to track 
the predicted motion of the avatar. The generated camera motion should avoid occlu-
sions from obstacles and follow cinematographic idioms [1] as much as possible. 
With this automatic camera control module, we hope that the user can concentrate on 
controlling the motion of the avatar while maintaining a high-quality view. After 
reviewing related work in the next section, we will describe how we model the plan-
ning problem and why we choose a probabilistic roadmap approach in Section 3. In 
Section 4, we will describe how we modify the planner to take intercuts into account. 
Then, we will demonstrate the effectiveness of our planner by the several examples 
from our experiments. We will then conclude the paper with future extensions. 

2. RELATED WORK 

There has been a significant amount of research into virtual camera control in recent 
years. According to how the problem is modeled and solved, we can roughly classify 
them into three categories: algebraic system, constraint satisfaction, and planning.  

Algebraic System: In this type of systems, camera control is formulated as an al-
gebraic problem whose solution is the desired camera position [5]. With this approach, 
the solution can be computed quickly but may lack flexibility. In [9], the authors have 
developed a high-level language called Declarative Camera Control Language (DCCL) 
to describe various cinematographic idioms. A compiler has also been developed to 
convert the camera specifications into parameters for an algebraic system to solve for 
the camera position.  

Constraint Satisfaction System: This type of systems allows the users to specify 
their preferences on how to position the camera as constraints [2]. Then the system 
models it as a constraint satisfactory problem and tries to solve for a solution or a set 
of possible solutions [4][8]. Some systems further model it as an optimization prob-
lem according to some criteria to search for a good solution from the set of feasible 
ones [3][11]. Due to the computational complexity, most of these systems are not 
suitable for real-time interactive systems such as games. In [11], the authors use an 
efficient occlusion computation technique to maintain frame coherence in real time. 
Our work differs from theirs in that we have used a roadmap-based approach to 
search for a coherent trajectory and adopted the concepts of time budget to ensure 
real-time performance.  

Motion Planning System: This type of approaches was originated from Robotics 
for the generation of collision-free motions for robots. A good survey of algorithms 



 

for this problem can be found in Latombe’s book [13]. Due to the computational 
complexity of this problem, most of the existing planning algorithms were not de-
signed for real-time applications. Nevertheless, some attempts, especially for graphics 
applications, have been made to generate the motions for digital actors or cameras on 
the fly [16][17][18]. Like our approach, [16][18] also used the Probabilistic Roadmap 
Method (PRM) to compute camera or character motions. A probabilistic roadmap 
usually is built in a precomputation step to make the search in the query step efficient. 
However, due to the long precomputation time, this approach usually only works for 
static scenes. 

3. REAL-TIME CAMERA PLANNING 

3.1. Problem Description  

Controlling a camera from a third person view is a challenging task because it is 
too complex for the user to control the avatar and the camera at the same time. The 
easiest way to position the camera is to fix the camera behind the avatar in the ava-
tar’s local coordinate system. However, there is no guarantee that the generated view 
will not be occluded by obstacles. The kind of occlusions usually creates undesirable 
interruptions on game playing and should be avoided whenever possible. Some games 
try to detect the occluded obstacle and change it to semi-transparent while others 
attempt to increase the inclined angle of the camera but without guarantee of success. 
Another common way is by positioning several cameras at known locations in a vir-
tual environment. When an avatar enters a specific region, the camera is switched to a 
most appropriate predefined location. Although this method is computational efficient, 
it has the drawbacks of limited views and being scene-dependent.  

We think that a third-person camera should follow the avatar and adjust its relative 
position and angle with respect to the avatar to achieve a good and coherent view. The 
camera should be controlled by the computer to satisfy hard constraints as well as soft 
constraints. The hard constraints include that the camera should not collide with ob-
stacles and the view to the avatar should not be occluded by the objects in the envi-
ronment. The soft constraints include that the view angle and view distance should 
satisfy the preference of a user as much as possible. Although an intercut is allowed to 
avoid occlusion when necessary, it should follow the idioms in cinematography [12] 
whenever possible. In addition, the available planning time for each frame should be 
limited by some desired frame rate (such as at least 15 frames per second) for 
interactive applications. Therefore, it is crucial to design an efficient planning algo-
rithm to generate the motion of the camera within a given time budget in order to 
interleave motion planning and graphics rendering without causing jerky control. 

3.2. Definition of Configuration Space  

In this paper, we use motion planning technique to generate camera motion in real 
time.. When treated as a free-flying object, a camera have six degrees of freedom: 
position (x, y, z), and orientation (roll, pitch, yaw). However, due to the curse of di-
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mensionality for the motion planning problem, searching the underlying six-
dimensional space directly could be too complex to do in real time. Nevertheless, a 
regular camera rarely uses the roll DOF because of the disorder that it may cause. In 
[14], the authors only use three positional DOF to define a camera configuration be-
cause they assume that the camera always pointed to the avatar and position it at the 
center of the view. Similarly, we consider the position of the camera only but we used 
the relative coordinate frame with respect to the avatar in a polar coordinate system 
defined by distance l, horizontal angle ψ, and vertical angle ϕ, as shown in Fig. 1. 
Although both representations are equivalent, the relative coordinate system provides 
a more intuitive way for defining constraints or preferences.  

3.3. Construction of Probabilistic Roadmap 

The planning algorithm that we have used in our system is the Probabilistic Road-
map Method (PRM), one of the most popular methods in recent years for motion 
planning problems in high-dimensional configuration space. It has the advantage of 
being probabilistic complete and can be constructed incrementally, which is what we 
need in our real-time application. In a traditional PRM planner, an initial number of 
nodes are randomly generated in the free space of the configuration space, and nearby 
nodes are further connected by local paths, typically straight-line segments. For a 
given initial and a goal configuration, we first add them into the roadmap and then 
search for a continuous path in the roadmap connecting the two configurations. If one 

 
Fig. 2. Flowchart of the Lazy PRM algorithm 

 

 
Fig. 1. Representation of camera configuration (l, ψ,φ) 



 

exists, the path is found; otherwise, more nodes can be added into the roadmap to 
enhance its connectivity.  

In our real-time camera planning problem, we have used a roadmap update strategy 
similar to the one called Lazy PRM, proposed in [6][7]. The flowchart of the algo-
rithm is shown in Fig. 2. A main feature of this approach is that it does not check 
collisions for a static roadmap in a preprocessing step like traditional PRM planners. 
Instead, the validity (legality) of a node or a link is checked only when the node or the 
link is under consideration during the search. Therefore, only the nodes that are re-
lated to finding a specific path at the moment need to be checked. Another difference 
of our planner is that the roadmap is described relative to the avatar and updated as 
the avatar moves, as shown in Fig. 3. Therefore, the roadmap is dynamic in nature 
even though there are no dynamic obstacles in the virtual scene. Nevertheless, since 
the motion of the avatar is continuous, the change of the roadmap is also incremental, 
which makes the real-time update of the roadmap feasible.  

3.4. Camera Planning Algorithm 

In a typical path planning problem, the inputs are an initial and a goal configura-
tion in addition to the geometric description of the obstacles, and the output is a con-
tinuous path in the free space connecting the initial and the goal configurations. How-
ever, the camera planning problem differs from the classical motion planning problem 
in a few aspects. First, the goal is not clearly defined. In addition, there is no guaran-
tee that a feasible path can be found in the given time budget. We will first describe 
the planning algorithm first and then describe the criteria that have been used to 
search for a feasible configuration.  

In Fig. 4, we list the pseudo code for the time-budgeted camera planning algorithm. 
In this algorithm, we assume that a probabilistic roadmap with an appropriate number 
of nodes has been built in the configuration space. Instead of searching for the goal, 
the planner searches for a configuration that has the lowest cost for some criteria 
within a given time budget (TIME_LIMIT). The search starts from the current con-
figuration and explore its neighbors in a best-first fashion. New legal neighbors will 

 
Fig. 3. An example of probabilistic roadmap computed with respect to the avatar 
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then be kept in the priority queue called OpenList, where nodes are sorted by the cost 
function (line 11) to be described in the next subsection. When the time is allowed, 
the node with the lowest cost in OpenList is chosen for further expansion. When the 
time is up or the OpenList becomes empty, the configuration CUR_BEST_NODE is 
returned and then the next configuration for the camera to take can be determined by 
back-tracking the path to the initial configuration.  

Since the avatar is not static, the validity of a node or a link in a roadmap is also 
dynamic at run time. We use a linear dead-reckoning algorithm to predict the motion 
of the avatar in the next few steps. We augment the roadmap by an additional time 
dimension such that, at any given time, we can check the validity of a node according 
to this prediction but in a lazy manner, which means that we will validate a node or a 
link only when it is necessary. Although linear extrapolation may not be the best way 
to predict the motion of an avatar when the time is far in the future, the potential er-
rors may not be critical since they can be recovered quickly when the avatar’s motion 
is updated in the future.  

3.5. Design of Cost Functions 

The quality of a camera view is a subjective matter although there exist cinemato-
graphic principles that can be used for evaluation. In this work, we have defined a 
cost function composed of three components to allow the user to specify their prefer-
ences. The first component, f1, is composed of more subjective parameters that the 
user prefers when viewing the avatar, as shown below. 

 f1(q) = wh·dh(q) + wa·da(q) + wl·dl(q), (1) 
where the three difference functions are: 

Algorithm: Time_Budget_Based_Path_Search 
1  OpenList ← { Ninit } 
2  Timer ← 0; VisitedNode ← null 
3  while OpenList ≠ {} and Timer ＜ TIME_LIMIT 
4   Nc = extractMin(OpenList) 
5   if isVisited(Nc) 
6   then continue 
7   else VisitedNode ← VisitedNode ∪ Nc 
8   foreach neighbor Ns of Nc 
9    if isConnected(Ns) = false  
10     then continue 
11    new_cost ← Cost_Function(Ns) 
12    if cost[Ns] not nil and new_cost < cost[Ns] 
13    then cost[Ns] ← new_cost 
14     OpenList ← OpenList ∪ Ns 
15     if cost[Ns] < cost(CUR_BEST_NODE) 
16     then CUR_BEST_NODE ← Ns 
17  return CUR_BEST_NODE 

Fig. 4. Time budget based camera planning algorithm 



 

 Height difference (dh): the difference between the current height and the ideal 
height of the camera. 

 View angle difference (da): the angle of the current camera from the line of 
interest (LOI), which is the direction right behind the avatar in the tracking 
mode. 

 Distance difference (dl): the difference between the current distance and the 
ideal distance from the avatar. 

For a given configuration q, f1 is computed according to these three functions and 
their corresponding weights specified by the user.  

The second component f2 is computed based on visibility as shown below. 

 ∑
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where Cocc(q, t) is a constant occlusion cost for q at a give time t, and α is a decaying 
factor (0 < α < 1), and n is the number of time steps under consideration for q. In 
other words, a configuration will be checked for occlusion for a period of time with 
decreasing weights in the future.  

The third component f3 is the distance cost of camera configurations in the road-
map: 

 f3(q) = distance(q, qs),  (3) 
where qs is the start camera configuration in the current search. This component al-
lows the user to specify his/her preference of remaining unchanged in the current 
configuration.  

The overall cost function f(q) for a given camera configuration q is computed as a 
linear combination of these three components, where the weights (w1, w2, w3) can also 
be chosen by the user to specify their emphasis on these criteria.  

 f(q) = w1∙f1(q) + w2∙f2(q) + w3∙f3(q) (4) 

4. Consideration of Camera Intercuts  

Due to the time constraints and unpredictability of avatar motions, the real-time cam-
era planner presented in the previous section does not guarantee to find an non-
occluded view and may take the camera to a difficult situation (such as the example 
shown in Fig. 5) where a legal camera configuration with continuous movement is not 
possible in the future. In this case, an intercut that allows the camera to jump to an-

 
Fig. 5. Illustration of entering a deadend when intercut is needed 
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other appropriate location might be more desirable. In this section, we will describe 
how we account for this type of camera operation in the current planning algorithm.  

In order to account for intercuts, we need to consider more than one camera. We 
can plan two cameras with two different sets of cost functions at the same time and 
then switch between them when the current camera is trapped in a difficult situation. 
However, the planning time will double in this case. Instead, we propose to use the 
concept of virtual links in the roadmap to consider both cameras in the same data 
structure. A virtual link is a temporary link from the start configuration to another 
disconnected configuration. The virtual links are constructed every time before the 
search starts. A virtual link is considered legal only if it satisfies the following condi-
tions: 

 The other end of a virtual link must be a legal node (non-occlusive and colli-
sion-free). 

 Both ends of a virtual link must lie in the same side of the Line of Interest, 
which is defined as the heading direction of the avatar in this case. 

 The other end of a virtual link must lie in a region that is far enough from the 
start configuration; otherwise, the user may experience more a jump cut in-
stead of an intercut.  

In order to facilitate the selection of the other end of a virtual link, we divide the 
roadmap into six different regions with three regions at one side of LOI as shown in 
Fig. 6. These regions (internal, parallel, and external) are defined according to the 
view angles relative to the heading orientation of the avatar. A valid virtual link must 
have their end points from two different regions, and the distance between the two 
ends must be above some threshold.  

After a given number of virtual links are computed for the start configuration, the 
search can proceed as before except for that the cost of performing an intercut is made 
higher than regular movements. We modify the cost function f3 to take this case into 
account. The modified f3 is as follow. 

 f3(q) = Ccut,  if a virtual edge 
  = distance(q, q’),  otherwise (6) 
The movement cost Ccut for an intercut should be higher than the regular movement 

cost, and its value should be a time-dependent variable. In our design, we have used 
the following formula to define Ccut. 

 Ccut  = Ccut
max,  right after the intercut  

  = max(Ccut
min, Ccut – 1) otherwise, (7) 

 
Fig. 6. Classification of nodes in the roadmap according to LOI 

 



 

where Ccut
max is the cost right after the intercut is performed. The cost will decrease 

gradually as the time passes by.  

5. Experimental Results 

We have developed the camera planning module in C++ in an experimental system 
based on the Object-Oriented Graphics Rendering Engine (OGRE) 3D graphics en-
gine [1]. A collision detection module with simple hierarchical bounding boxes has 
also been implemented to detect the possible collisions of the avatar and the camera 
with the obstacles in the environment. In addition, to simplify computation, we have 
used four rays shooting from the camera to the avatar to detect occlusions. All ex-
periments were conducted on a regular PC with a Pentium 4 3.0GHz CPU and 1GB of 
RAM. The allocated maximal time budget for planning computation in each frame is 
65ms but actually the frame rate is maintained at around 60fps in all experiments. A 
constant number of 900 nodes are maintained for the dynamic roadmap occupying a 
region with a radius of around one fourth of the workspace of the virtual scene. 

5.1. Basic Experiments 

We have used a test scene in Fig. 7 to see if the camera can move to avoid 
occlusions with the obstacles in the environment. In this experiment, the main focus is 

 
Fig. 7. Inclined view of the test scene and a sample path taken by the avatar 

 

 
Fig. 8. Snapshots in part (b) are taken from locations at part (a) 
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on occlusion, and thus no special preference has been specified. As shown in Fig. 7, 
the scene consists of a circular array of huge stones that are likely to block the camera 
view when the avatar moves around the stones. In order to repeat the experiments for 
different parameters, we record the path of the avatar ahead of time (as shown in the 
right of Fig. 7) and replay the motion as a simulation in the experiments for different 
camera parameters. In Fig. 8(b), we show the snapshots of the views acquired from 
the simulation experiment at various locations defined in Fig. 8(a). In general, the 
camera can successfully track the avatar except for some short period of time when 
the avatar turned very sharply. In this case, the view was slightly occluded. 

We also have designed the scene in Fig. 5 to intentionally trap the camera inside 
the dead end. In this case, the only way for the camera to avoid being occluded or 
getting into the obstacles is by an intercut. The experimental result is shown in Fig. 9. 
In the first snapshot, the camera entered the corridor first with an external view. As 
the avatar moved closer to the dead end of the corridor in the second and the third 
snapshots, the camera had fewer and fewer legal configurations that the camera can 
move to without jumps. Therefore, an intercut view was selected eventually by the 
planner, as shown in the fourth snapshot, to avoid bumping into the walls.  

5.2. Experiments on Prediction Depths 

The depth of the prediction for avatar motion that can be reached within a given 
time budget affects the final result. We have done an experiment to study this factor. 
The test scene is a maze-like environment where the camera needs to track the avatar 
closely to avoid occlusions shown in Fig. 10. The prediction of the avatar’s future 
motion is also crucial for avoiding occlusions. We have used five different sets of 
preference parameters (exp1-exp5) to run the experiments with four different values 
of prediction depths (0, 1, 2, 3 seconds). These five different sets of parameters were 
chosen based on the following combinations: 1) no special preferences; 2) a middle 
shot from a fixed distance; 3) a close shot from an external view; 4) a middle shot 
from an external view; and 5) a long shot. At the right of Fig. 10, we show the plot of 
percentage of time that the view is occluded during the navigation for four prediction 
depths with five different preference settings. We found that prediction of the avatar’s 

 
Fig. 9. Snapshots of the camera undergoing an intercut  

 



 

motion indeed decreased the percentage of occlusion time for all preference settings 
but the effect degrades quickly when the prediction depth is longer than one second. 
This result suggests that using the concept of time budget and motion prediction to 
plan camera motions is an effective way to automate the generation of camera motion, 
and the prediction depth does not need to be long. 

6. CONCLUSIONS 

It is highly desired in real-time applications such as 3D games to have the camera 
motions generated automatically in a third-person control mode. In this work, we 
have successfully used a lazy PRM method developed originally for robotics to main-
tain a dynamic probabilistic roadmap specified relative to the avatar. As the avatar 
moves, the roadmap is maintained in a lazy fashion so that the validity of the nodes 
and links are checked only when they are visited. We also have proposed to use vir-
tual links to account for intercuts in the search for a legal and high-quality move. The 
user is allowed to specify their viewing preferences or styles through the parameters 
that we have designed. We have tested the planner in a real-time 3D virtual environ-
ment with different scenes, and satisfactory results have been obtained and reported.  

In the future, we are planning to investigate the possibility of using more sophisti-
cated motion prediction methods for the avatar to understand its effect on the resulting 
camera motions. We would also like to study how to extend the work to consider 
more sophisticated viewing objectives in addition to tracking the avatar during navi-
gation. These viewing objectives may be implicitly or explicitly specified in the envi-
ronment under the concept of semantic virtual environment.  
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Fig. 10. Test scene and the experimental results of how prediction depth affects the percent-
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